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- Assume that $l_{i}$ is binary (work, not work)
- $I_{i}=1$ if $U(I=1) \geq U(I=0)$
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- The optimization is: $n$ choose $i$ if and only if
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U_{n i}>U_{n j}, \forall j \neq i \tag{5}
\end{equation*}
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- Researcher does not observe utility directly
- We see their choice results (revealed preference)
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■ Thus, we denote $V_{n j}=V\left(x_{n j}, s_{n}\right)$ as representative utility
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- Utility of choice $j$ to agent $n$ can be expressed as:

$$
\begin{equation*}
U_{n j}=V_{n j}+\epsilon_{n j} \tag{6}
\end{equation*}
$$

- $\epsilon_{n j}$ is the part of utility affected by unobserved factors
- Assume that we have pdf $f\left(\epsilon_{n}\right)$ for $\epsilon_{n}^{\prime}=\left[\epsilon_{n 1}, \ldots \epsilon_{n J}\right]$ across the population

$$
\begin{aligned}
P_{n i} & =P\left(U_{n i}>U_{n j}, V j \neq i\right) \\
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- Different assumptions of the pdf $f\left(\epsilon_{n}\right)$ gives different models
- This expression does not guarantee a closed-form choice probability

■ Type I Extreme Value Distribution gives Logit (Closed-form)

- Normal Distribution gives Probit (Not closed-form)
- Logit and Probit are specific types of DCM
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■ 1. Only differences in utility matter

- 2. The scale of utility is arbitrary
- Let's use an example to reveal these two statements
- Assume that you can go to school either by bus (b) or by car (c)
- $T_{j}$ is the speed of choice $j, k_{j}$ is choice fixed effect

$$
\begin{aligned}
& U_{c}=\alpha T_{c}+k_{c}+\epsilon_{c} \\
& U_{b}=\alpha T_{b}+k_{b}+\epsilon_{b}
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- Take difference, we have:
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U_{c}-U_{b}=\alpha\left(T_{c}-T_{b}\right)+\left(k_{c}-k_{b}\right)+\left(\epsilon_{c}-\epsilon_{b}\right)
$$

- Only $\left(k_{c}-k_{b}\right)$ can be identified, but not $k_{c}$ and $k_{b}$ separately
- System $u_{j}$ and $u_{j}+1$ are observational equivalent
- I don't care it is $u_{i}-u_{j}$ or $u_{i}+1-\left(u_{j}+1\right)$
- Thus, you cannot give each alternative a constant
- What to do: Normalize the utility of one of the alternatives to be zero (Implicitly done by running logit/probit regressions)
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- In addition, not all differences matter
- Assume that you include some personal characteristics $Y_{n}$ in the utility

$$
\begin{aligned}
U_{n c} & =\alpha T_{c}+\beta Y_{n}+\gamma Y_{n} T_{c}+\epsilon_{n c} \\
U_{n b} & =\alpha T_{b}+\beta Y_{n}+\gamma Y_{n} T_{b}+\epsilon_{n b} \\
U_{n b}-U_{n c} & =\alpha\left(T_{b}-T_{c}\right)+\gamma Y_{n}\left(T_{b}-T_{c}\right)+\left(\epsilon_{n b}-\epsilon_{n c}\right)
\end{aligned}
$$

- $Y_{n}$ is canceled out, only $\gamma$ is identified, but not $\beta$
- Differences in nersonal characteristics does not matter
- We are comparing alternatives for each person, not across people
- It matters only if it interacts with choice characteristics
= Don't add nersonal-level variable without interaction with choice-level variable
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■ Similarly, $u_{j}$ and $u_{j} * 2$ are observational equivalent

- I don't care it is $u_{i}-u_{j}$ or $2 *\left(u_{i}-u_{j}\right)$
- Assume that we have the following model 1
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- They are observational equivalent
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- In Logit, this is automatically done: T1EV error has variance of $\frac{\pi^{2}}{6}$
- In Probit, this is automatically done: Standard Normal error has variance of 1
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## Introduction to Logit Model: Choice Probability

- Let's derive the choice probability of Logit model

$$
\begin{aligned}
P_{n i} & =P\left(U_{n i}>U_{n j}, \forall j \neq i\right) \\
& =\int P_{n i} \mid \epsilon_{n i} \cdot F\left(\epsilon_{n i}\right) d \epsilon_{n i}
\end{aligned}
$$

- It turns out that we can write the (multinomial) choice probability as:
- In a binary choice case, we normalize one of the utilities to be zero and have:
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## Introduction to Logit Model: Choice Probability

■ Homework: Derive the choice probability equation (7). The answer is in Train's book, Chapter 3.
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- What does this choice probability mean?
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P_{n i}=\frac{e^{V_{n i}}}{\sum_{j} e^{V_{n j}}}
$$

- Choice probability of $i$, is the proportion of $i$ 's exponential choice value, over the total exponential choice value
- Compatible with choice probability definition: $0<P_{n i}<1, \sum_{i} P_{n i}=1$ (Not like LPM)
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- Marginal effects of $V_{n i}$ on $P_{n i}$ increase first and then decrease
- If you use a linear fit, which part do you fit the best?
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- The derivative of choice probability on its own attribute is:

$$
\begin{equation*}
\frac{\partial P_{n i}}{\partial z_{n i}}=\frac{\partial V_{n i}}{\partial z_{n i}} P_{n i}\left(1-P_{n i}\right) \tag{9}
\end{equation*}
$$

- Parameter is not marginal effect: $\frac{\partial P_{n i}}{\partial z_{n i}} \neq \frac{\partial V_{n i}}{\partial z_{n i}}$
- Even if $V$ is linear, you cannot interpret $\beta=\frac{\partial V_{n i}}{\partial z_{n i}}$ as marginal effect of $z$ on $P$
- Derivative is non-linear, largest when $P_{n i}=\left(1-P_{n i}\right)=0.5$
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## Introduction to Logit Model: Derivatives and Marginal Effect

- Homework 2: Derive equation 9. The answer is in Train's book, Chapter 3.
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- We are usually interested in the overall welfare of a consumer
- What is the impact of some policy changing some choices for a consumer?
- In Logit model, we have a closed-form solution for expected utility:

- C is a constant depending on the normalization
- The expected utility is the log sum of the exponential values of all choices
- The consumer surplus (WTP) is just:

$$
E\left(C S_{n}\right)=\frac{1}{\alpha_{n}} E\left(U_{n}\right)
$$

- $\alpha_{n}$ is the marginal utility of dollar income
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- We use MLE to estimate Logit model

$$
\begin{aligned}
L(\beta) & =\prod_{n}^{N} \prod_{i}\left(P_{n i}\right)^{y_{n i}} \\
L L(\beta) & =\sum_{n=1}^{N} \sum_{i} y_{n i} \ln P_{n i} \\
\hat{\beta}_{M L E} & =\operatorname{argmax}_{\beta} L L(\beta)
\end{aligned}
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- $y_{n i}$ is whether choice $i$ is chosen in the data by individual $n$
- II $(\beta)$ is globally concave, so it has a global maximum value
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- One day, the bus company decides to introduce some buses with a new color, red
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- Red/blue bus is identical besides their color $\Rightarrow P_{R B}=P_{B B}$
- Due to IIA, we have: $P_{R B}=P_{B B}=P_{T}=\frac{1}{3}$
- You increase the probability of choosing bus by basically doing nothing
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- To solve the Blue/Red bus issue, we introduce an extension of Logit model: Nested Logit Model
- We allow for correlations over some of the options
- We have utility of choice $j$ to agent $n$ can be expressed as:

$$
\begin{equation*}
U_{n j}=V_{n j}+\epsilon_{n j} \tag{10}
\end{equation*}
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- In nested logit, we have $\epsilon=\left(\epsilon_{n 1}, \ldots, \epsilon_{n J}\right)$ are jointly distributed as a generalized extreme value (GEV)
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- Any two options in the different nests, have uncorrelated
- $\lambda_{k}$ : measure of degree of independence
- Higher $\lambda_{k}$, less correlation of choices within the same nest
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## Nested Logit: Setting

■ Homework 3: What does it mean when you have $\lambda_{k}=1, \forall k$ ? What is the model now? Why?

## Nested Logit: Choice Probability

## Nested Logit: Choice Probability

■ We can show that the choice probability of nested logit is:

$$
\begin{equation*}
P_{n i}=\frac{e^{V_{n i} / \lambda_{k}}\left(\sum_{j \in B_{k}} e^{V_{n i} / \lambda_{k}}\right)^{\lambda_{k}-1}}{\sum_{l=1}^{K}\left(\sum_{j \in B_{l}} e^{V_{n j} / \lambda_{l}}\right)^{\lambda_{l}-1}} \tag{11}
\end{equation*}
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