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■ Common Parametric Models
Linear Model: $y=X^{\prime} \beta+e, e \sim N\left(0, \sigma^{2}\right)$;
Probit/Logit Model: $P(y \mid X)=G(X \beta)$ where G is a nonlinear function

- Explicit Parametric Structure for Distribution
- Common Estimator

OLS, MLE, Nonlinear LS, Efficient GMM etc.

- Key Properties of the Estimator

Consistency, BLUE, Asymptotic Efficiency etc.
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■ Notation: $x_{i}, y_{i}$ denotes random variable; $X_{i}, Y_{i}$ denotes realizations; $x, y$ denotes random variables or some value of the random variables

- Realizations are given (sample), they are NOT random in our context $\int x \sum_{i}^{n} X_{i} d x=\sum_{i}^{n} X_{i} \int x d x$
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■ Let's consider the first non-parametric method: Kernel regression

- It is super intuitive and interesting
- Instead of assuming $E\left(y_{i} \mid x_{i}\right)=x_{i} \beta$, we consider this CEF point by point
- That is, estimate $E\left(y_{i} \mid x_{i}\right)$ for each nossible point of $x_{i}=x$
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- Just count how many points lie on the left to the red line:

$$
\hat{F}(x=3)=\frac{1}{n} \sum \mathbf{1}\left(X_{i} \leq 3\right)
$$

. In general, we have an estimation of $F(x)$ as:
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- Then we can write the probability density $f(x)$ at some value $x$ as:

$$
\begin{aligned}
\hat{f}(x) & =\frac{1}{2 h}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left(X_{i} \leq x+h\right)-\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left(X_{i} \leq x-h\right)\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} \frac{1}{2 h} \mathbf{1}\left(x-h \leq X_{i} \leq x+h\right)
\end{aligned}
$$

- How to interpret this?
- We count the number of obs within a small interval around $x$, dividing by the length and the total number of obs
- $\sum_{i=1}^{n} \frac{1}{2 h} 1\left(x-h \leq X_{i} \leq x+h\right)$ is the number of obs per unit length
- When $n$ is large, we can choose very small $h$
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- Define $k(v)=\frac{1}{2} \mathbf{1}(|v| \leq 1)$. Then we have:

$$
\hat{f}(x)=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k\left(\frac{X_{i}-x}{h}\right)
$$

- We call $k(v)$ a uniform kernel function
- This $\hat{f}(x)$ is a kernel estimator of the PDF (uniform kernel)
- Kernel is weight!
- There can be other kinds of kernel functions, when we assign different weights to different observations
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- A function can be used as a kernel if
- $k(v)$ is integrated to 1
- $k(v)$ is symmetric with $k(v)=k(-v)$
- The weights sum to one; The weights are symmetric to the left and to the right
- Triangular Kernel: $k(v)=(1-|v|) 1(|v| \leq 1)$
- Epanechnikov Kernel: $k(v)=\frac{3}{4}\left(1-v^{2}\right) \mathbf{1}(|v| \leq 1)$
- Gaussian Kernel: $k(v)=\frac{1}{2 \pi} e$
- Usually, Epanechnikov Kernel and Triangular Kernel are preferred
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Figure 1: Various Kernels
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■ For multivariate case, let $v=\left(v_{1}, v_{2}, \cdots, v_{q}\right)$.

- Define product kernel: $K(v)=k\left(v_{1}\right) k\left(v_{2}\right) \cdots, k\left(v_{q}\right)$
- The estimator becomes:

$h=\left(h_{1}, h_{2}, \cdots, h_{q}\right)$
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- Based on the CDF and PDF we've got, we have Nadaraya-Watson Estimator (N-W) for CEF as follows:
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■ Weights are determined by the kernel function
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- We have $g(x)=E(Y \mid X)$ as CEF and $f(x)$ as density for $x$


## Theorem (Asymptotics for $\mathrm{N}=\mathrm{W}$ - Estimator)
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\text { where } B_{s}(x)=\frac{\int v^{2} k(v) d v}{2 f(x)}\left[2 \frac{\partial f(x)}{\partial x_{s}} \frac{\partial g(x)}{\partial x_{s}}+f(x) \frac{\partial^{2} g(x)}{\partial x_{s}^{2}}\right]
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$\therefore$ we have trade-off in choosing kernel bandwidth.
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For some $X=x$, we fit $g(x)$ by choosing samples very close to $x$. Then we fit a polynomial for these observations. (Here, linear)
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- This infinite series can be approximated by a K-order global polynomial:
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p_{0}(x)=1, p_{1}(x) & =x, p_{2}(x)=x^{2}, \ldots, p_{K}(x)=x^{K}
\end{aligned}
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- We can use OLS to estimate this polynomial
- The vector of $\left\{p_{0}, p_{1}, p_{2}, \ldots, p_{K}\right\}$ is called "basis"
- This is "global" polynomial, in contrast to "local" polynomial
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