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- Assume that, there is a variable $z_{i}$, such that

> (1) $z_{i} \Perp \eta_{i} \quad$ (Exclusion Restriction)
> (2) $\operatorname{Cov}\left(s_{i}, z_{i}\right) \neq 0 \quad$ (Existence of First Stage)

We call it an "Instrumental Variable" (IV).
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Thus, treatment effect is identified by dividing two correlations.

## - When IV $z_{i}$ is binary:



## Simple IV: Identification

- Calculating covariance of $z_{i}$ and $Y_{i}$ :

$$
\begin{aligned}
\operatorname{Cov}\left(z_{i}, Y_{i}\right) & =\operatorname{Cov}\left(z_{i}, \alpha+\rho s_{i}+\eta_{i}\right)=\rho \operatorname{Cov}\left(z_{i}, s_{i}\right) \\
\Rightarrow \rho & =\frac{\operatorname{Cov}\left(z_{i}, Y_{i}\right)}{\operatorname{Cov}\left(z_{i}, s_{i}\right)}=\frac{\operatorname{Cov}\left(z_{i}, Y_{i}\right) / \operatorname{Var}\left(z_{i}\right)}{\operatorname{Cov}\left(z_{i}, s_{i}\right) / \operatorname{Var}\left(z_{i}\right)}
\end{aligned}
$$

Thus, treatment effect is identified by dividing two correlations.

- When IV $z_{i}$ is binary:

$$
\rho=\frac{E\left[Y_{i} \mid z_{i}=1\right]-E\left[Y_{i} \mid z_{i}=0\right]}{E\left[s_{i} \mid z_{i}=1\right]-E\left[s_{i} \mid z_{i}=0\right]}
$$

Simple IV: Wald Estimator

## Simple IV: Wald Estimator

- Correlations are regression coefficients (single variable):

$$
\begin{aligned}
s_{i} & =\alpha+\pi_{1} z_{i}+\eta_{i} & & \text { (First Stage) } \\
Y_{i} & =\alpha+\pi_{2} z_{i}+\eta_{i} & & \text { (Reduced Form) } \\
\rho & =\frac{\pi_{2}}{\pi_{1}} & &
\end{aligned}
$$

- Estimation of $\rho$ is simple:

- We call this Wald/IV estimator


## Simple IV: Wald Estimator

- Correlations are regression coefficients (single variable):

$$
\begin{aligned}
s_{i} & =\alpha+\pi_{1} z_{i}+\eta_{i} & & \text { (First Stage) } \\
Y_{i} & =\alpha+\pi_{2} z_{i}+\eta_{i} & & \text { (Reduced Form) } \\
\rho & =\frac{\pi_{2}}{\pi_{1}} & &
\end{aligned}
$$

- Estimation of $\rho$ is simple:

$$
\hat{\rho}_{\text {wald }}=\frac{\hat{\pi}_{2}^{o l s}}{\hat{\pi}_{1}^{o l s}}
$$

## - We call this Wald/IV estimator

## Simple IV: Wald Estimator

- Correlations are regression coefficients (single variable):

$$
\begin{aligned}
s_{i} & =\alpha+\pi_{1} z_{i}+\eta_{i} & & \text { (First Stage) } \\
Y_{i} & =\alpha+\pi_{2} z_{i}+\eta_{i} & & \text { (Reduced Form) } \\
\rho & =\frac{\pi_{2}}{\pi_{1}} & &
\end{aligned}
$$

- Estimation of $\rho$ is simple:

$$
\hat{\rho}_{\text {wald }}=\frac{\hat{\pi}_{2}^{o l s}}{\hat{\pi}_{1}^{o l s}}
$$

- We call this Wald/IV estimator


## Simple IV: 2SLS

## Simple IV: 2SLS

- Another way of using IV is Two-Stage Least Squares (2SLS)
- Assume that we have the following main and first stage equation:
$Y_{i}=X_{i}^{\prime} \alpha+\rho s_{i}+\eta_{i}$
$s_{i}=X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i}$
- $X_{i}$ is a set of control variables.


## Simple IV: 2SLS

- Another way of using IV is Two-Stage Least Squares (2SLS)
- Assume that we have the following main and first stage equation:

$$
\begin{align*}
Y_{i} & =X_{i}^{\prime} \alpha+\rho s_{i}+\eta_{i}  \tag{4}\\
s_{i} & =X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i} \tag{5}
\end{align*}
$$

- $X_{i}$ is a set of control variables


## Simple IV: 2SLS

- Another way of using IV is Two-Stage Least Squares (2SLS)
- Assume that we have the following main and first stage equation:

$$
\begin{align*}
Y_{i} & =X_{i}^{\prime} \alpha+\rho s_{i}+\eta_{i}  \tag{4}\\
s_{i} & =X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i} \tag{5}
\end{align*}
$$

■ $X_{i}$ is a set of control variables.

## Simple IV: 2SLS

## Simple IV: 2SLS

- Plug (5) into (4):

$$
\begin{align*}
Y_{i} & =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i}\right)+\eta_{i} \\
& =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)+\xi_{2 i} \tag{6}
\end{align*}
$$

- Because $\xi_{2 i}=\rho \xi_{1 i}+\eta_{i}$, we have $z_{i} \perp \xi_{2 i}$
- $\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)$ is the CEF/regression prediction of $s_{i}$ on $z_{i}$ given $X_{i}$


## Simple IV: 2SLS

- Plug (5) into (4):

$$
\begin{align*}
Y_{i} & =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i}\right)+\eta_{i} \\
& =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)+\xi_{2 i} \tag{6}
\end{align*}
$$

■ Because $\xi_{2 i}=\rho \xi_{1 i}+\eta_{i}$, we have $z_{i} \perp \xi_{2 i}$

- $\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)$ is the CEF/regression prediction of $s_{i}$ on $z_{i}$ given $X_{i}$


## Simple IV: 2SLS

- Plug (5) into (4):

$$
\begin{align*}
Y_{i} & =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}+\xi_{1 i}\right)+\eta_{i} \\
& =\alpha^{\prime} X_{i}+\rho\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)+\xi_{2 i} \tag{6}
\end{align*}
$$

■ Because $\xi_{2 i}=\rho \xi_{1 i}+\eta_{i}$, we have $z_{i} \perp \xi_{2 i}$

- $\left(X_{i}^{\prime} \pi_{10}+\pi_{11} z_{i}\right)$ is the CEF/regression prediction of $s_{i}$ on $z_{i}$ given $X_{i}$


## Simple IV: 2SLS

## Simple IV: 2SLS

■ Procedure of 2SLS estimation of $\rho$ :

- Step 1: Running $s$ on both $z$ and $X$ to get the predicted value $\hat{s}$
- Step 2: Running $Y$ on predicted value $\hat{s}$ and $X_{i}$


## Simple IV: 2SLS

■ Procedure of 2SLS estimation of $\rho$ :

- Step 1: Running $s$ on both $z$ and $X$ to get the predicted value $\hat{s}$

$$
\hat{s}_{i}=X_{i}^{\prime} \hat{\pi}_{10}+\hat{\pi}_{11} z_{i}
$$

- Step 2: Running $Y$ on predicted value $\hat{s}$ and $X_{i}$


## Simple IV: 2SLS

■ Procedure of 2SLS estimation of $\rho$ :
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\hat{s}_{i}=X_{i}^{\prime} \hat{\pi}_{10}+\hat{\pi}_{11} z_{i}
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- Step 2: Running $Y$ on predicted value $\hat{s}$ and $X_{i}$
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■ In 2SLS, you need to control the same $X_{i}$ in both steps

- Never do 2SLS by hand, use packages in Stata

OLS second stage std err is wrong.
■ Do we need causal interpretation for first stage? No!
You can always run regressions without causal meanings.

- But in practice it is better you have a reason to believe that $Z$ affects $X$
- Wald estimator is only available when \# of endogenous variables equals \# of IVs
- When \# of endogenous variables equals \# of IVs (just-identified)

2SLS estimator is identical to Wald estimator

- In general, 2SLS is relatively efficient (best under homosk)
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- In the simple IV case, we consider:
(1) single endogenous variable; (2) single IV; (3) constant treatment effect
- Now we relax (3) to have heterogeneous treatment effect
- Motivating example: Military service on earning (Angrist and Krueger 1992) $Y_{i}$ : wage earning; $D_{i}$ : whether served in the army before; $z_{i}$ : draft lottery number below cutoff (draft eligible)
- During the Vietnam War, young men in the U.S. were drafted to the army
- A random draft lottery number was assigned to each birthday
- Man with a number below the cutoff is likely to be drafted
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■ We define two potential outcomes

- $Y_{i}(d, z)$ : Potential final outcome (wage), given treatment (military service) and instrument (draft number)
- $D_{1 i}, D_{0 i}$ Potential treatment outcome (military service), given instrument (draft number)
- Now we introduce four assumptions needed for LATE Theorem
- Assumption 1: Independence

$$
\left\{Y_{i}\left(D_{1 i}, 1\right), Y_{i}\left(D_{0 i}, 0\right), D_{1 i}, D_{0 i}\right\} \Perp z_{i}
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- Instrument is assigned as good as random $\Leftrightarrow$ instrument is independent of potential outcome and potential treatment (agent type)
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- Assumption 2: Exclusion

$$
Y_{i}(d, 0)=Y_{i}(d, 1) \equiv Y_{d i} \quad \text { for } d=0,1
$$

- Instrument can only affect final outcome through treatment
- Example: Draft number affects future wages only by changing military service experience, but not other channel (education etc)
- Assumption 3: Existence of first stage
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E\left[D_{1 i}-D_{0 i}\right] \neq 0
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LATE Theorem 4.4.1 in Angrist and Pischke (2009) MHE
If we have Assumption 1-4, then

$$
\frac{E\left[Y_{i} \mid z_{i}=1\right]-E\left[Y_{i} \mid z_{i}=0\right]}{E\left[D_{i} \mid z_{i}=1\right]-E\left[D_{i} \mid z_{i}=0\right]}=E\left[Y_{1 i}-Y_{0 i} \mid D_{1 i}>D_{0 i}\right]
$$

IV (Wald) identifies the average treatment effect for the complier group.

## IV with Heterogeneous Treatment Effect: LATE

```
Proof:Let's denote A as always-taker, C as complier, N as never-taker. We decompose ITT as follows.
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■ LATE represents an average TE for a special group: compliers

- Monotonicity is important: No room for defiers
- If there are defiers, effects from compliers could be contaminated by effects from defiers
- LATE is internally valid
- Complier group can be policy relevant: Those whose behaviors CAN be changed by the policy instrument
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- LATE is not externally valid, since the complier group changes when policy is changed
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- Why? The number of types increase exponentially! Much faster than your available equations

■ Still remember Pinto (2015)?

- We need new weapons for this: IV + Choice Model (next lecture)
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- Now we relax (1) and (2), considering multiple endogenous variables and IV
- We can discuss this general question in the GMM framework
- All common IV related estimators (Wald, 2SLS...) are special cases of GMM estimator
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- Definition: A moment equation model is
- In this system we have / known equations and $k$ unknown parameters

E Example: Linear regression model is a moment equation model with $I=k$ and $g_{i}(\beta)=x_{i}\left(Y_{i}-x_{i}^{\prime} \beta\right)$

- If $I=k$, just-identified; if $I>k$, over-identified; if $I<k$, under-identified
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- Example: OLS estimator is also a MME
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■ We cannot directly equate sample mean to zero and solve for $\beta$

- Our target then becomes to minimize the distance between the moment vector and zero
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\begin{aligned}
J(\beta) & =n \bar{g}_{n}(\beta)^{\prime} W \bar{g}_{n}(\beta) \\
\hat{\beta}_{g m m} & =\operatorname{argmin}_{\beta} J(\beta)
\end{aligned}
$$

- $W$ is some weighting matrix
= I measures the square of weighted euclidean distance between $\bar{g}_{n}$ and 0
- MME (thus OLS) is a special case of GMM when $I=k$
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- Stack over the sample, we have GMM estimator to be:
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Hansen's test Theorem 13.14 in Hansen (2022)
Under some mild assumptions, as $n \rightarrow \infty$,

$$
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- When $\delta$ is large, it means the observed control is relatively not important as the unobserved one
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