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- Now we go to the second part, how to improve the external validity
- The reason why LATE is lack of external validity is because it is defined on a policy-specific ex post group

■ Not some ex ante group, for example a group of high-skilled workers

- Grouping by post-determined behavior, but not pre-determined characteristics
- This ex post group will change when policy environment changes
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- Now let's explicitly construct a model for agents' compliance behavior
- In this model, we suppress subscript for individuals
- Let $j=0,1$ be the treatment, $Y_{1}, Y_{0}$ be the potential outcomes
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\begin{align*}
& Y_{1}=\mu_{1}\left(X, U_{1}\right)  \tag{4}\\
& Y_{0}=\mu_{0}\left(X, U_{0}\right) \tag{5}
\end{align*}
$$

- $X$ is a set of control variables, $U$ is unobserved factor on outcome
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## MTE: Choice Model

- Let $D$ denote the choice of treatment, determined by a latent index model

$$
\begin{equation*}
D^{*}=\mu_{D}(Z)-V, \quad D=1 \text { if } D^{*} \geq 0 ; D=0 \text { otherwise } \tag{6}
\end{equation*}
$$

- $Z$ is an instrument that can change individual's choices, $V$ is an unobserved factor
- For instance, $Y$ is wage, $D$ is college enrollment, $Z$ is a policy to subsidize students from poor regions
- Agents observe everything. Econometricians observe ( $Z, X$ ), but not ( $\left.U_{0}, U_{1}, V\right)$

■ ( $\left.U_{0}, U_{1}, V\right)$ can be correlated with each other
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## MTE: Choice Model

- We invoke five assumptions for this model
- (A-1) $\left(U_{0}, U_{1}, V\right)$ are independent of $Z$ conditional on $X$ Independence
■ (A-2) $\mu_{D}(Z)$ is nondegenerate conditional on $X$
$Z$ contain at least one element not in $X$
- (A-1) and (A-2) assure the existence of the instrument
- (A-3) The distribution of $V$ is continuous
- (A-4) $E\left(\left|Y_{1}\right|\right), E\left(\left|Y_{0}\right|\right)$ are finite
- (A-5) $0<\operatorname{Pr}(D=1 \mid X)<1$ Possible to have $D=1$ or $D=0$ at any point of $X$
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■ Assume $\mu$ additively separable in $U$

$$
\begin{aligned}
Y_{1} & =\mu_{1}(X)+U_{1} \\
Y_{0} & =\mu_{0}(X)+U_{0} \\
D^{*} & =\mu_{1}(X)+U_{1}-\left[\mu_{0}(X)+U_{0}\right]-Z_{1}-V_{C}, \quad D=1 \text { if } D^{*} \geq 0 ; D=0 \text { otherwise }
\end{aligned}
$$

- In this case, we have $V=-\left[U_{1}-U_{0}-V_{C}\right]$

■ Positive sorting: $\operatorname{Cov}\left(U_{1}-U_{0}, U_{1}-U_{0}-V_{C}\right)>0$
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- Let $P(Z \mid X) \equiv \operatorname{Pr}(D=1 \mid Z, X)=F_{V \mid X}\left(\mu_{D}(Z)\right)$
$F_{V \mid X}(\cdot)$ denotes the distribution of $V$ conditional on $X$
- This is the propensity score to get treated for agent with $Z$
- Let $U_{D}=F_{V \mid X}(V)$, we have $U_{D} \sim \operatorname{Unif}[0,1]$
- $F_{\text {YIX }}(V)$ means the threshold propensity score the agent has to pass to get treated when he/she draws $V$

■ Agent has to have an instrument $Z$ which give him/her a propensity score $F_{V \mid X}\left(\mu_{D}(Z)\right)>F_{V \mid X}(V)=U_{D}$ (larger than this threshold) to get treated

- We have a clear one-to-one mapping between $V$ and $U_{D}$
- Thus, for a choice function, an agent can be characterized by $(X, V)$ or $\left(X, U_{D}\right)$
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- Vytlacil (2002) proves that (A-1) to (A-5) in this additively separable selection model is equivalent to the LATE model of Imbens and Angrist (1994)
- The intuition is simple: $V$ could not affect $\mu_{D}(Z)$

■ $D^{*}=\mu_{D}(Z)-V \Rightarrow$ additively separable for $Z$ and $V$
■ Thus, given $z$ and $z^{\prime}, \forall V \Rightarrow D^{*}(z) \geq D^{*}\left(z^{\prime}\right)$ or $D^{*}(z) \leq D^{*}\left(z^{\prime}\right)$

- This model explicitly describes the decision-making process in a structural way, which allows us to investigate more causal questions
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- Different from LATE, it is not defined by any instrument in an ex post way
- This is a deep structural parameter that does not change when IV is changed
- Thus, it is externally valid
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■ We can prove that MTE is a general framework with various causal parameters as its special cases

- LATE can be written as a weighted average of MTE:

$$
\begin{aligned}
L A T E & =E\left(Y_{1}-Y_{0} \mid X=x, D(z)=1, D\left(z^{\prime}\right)=0\right) \\
& =E\left(Y_{1}-Y_{0} \mid X=x, u_{D}^{\prime}<U_{D} \leq u_{D}\right) \\
& =\int_{u_{D}^{\prime}}^{u_{D}} \Delta^{M T E}(x, u) d u
\end{aligned}
$$

- Here $u_{D}=\operatorname{Pr}(D(z)=1), u_{D}^{\prime}=\operatorname{Pr}\left(D\left(z^{\prime}\right)=1\right)$ are the threshold propensity scores for instrument $Z=z$ and $Z=z^{\prime}$
- We can interpret LATE as the average TE for people whose threshold is below $z$ but above $z^{\prime}$
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■ Now we have defined MTE and shown that it is a general framework

- We suppress notation of conditional on $x$
- How to identify it? Local instrumental variable (LIV)
- LIV is the derivative of the conditional expection of $Y$ w.r.t $P(Z)=p$

$$
\Delta^{L I V}(p) \equiv \frac{\partial E(Y \mid P(Z)=p)}{\partial p}
$$

- LIV is the mean response to a policy change embodied in changes in $P(Z)$
- A policy shock changes $Z \Rightarrow$ changes propensity score $P(Z) \Rightarrow$ changes outcome $Y$
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- Under A1-A5, we can show that

$$
\Delta^{M T E}(p)=\Delta^{L I V}(p)=\frac{\partial E(Y \mid P(Z)=p)}{\partial p}
$$

- For MTE at any propensity threshold $p$, we can use LIV at this point to identify it
- What is the intuition?

■ MTE at a threshold means the causal effect on marginal people who would just change their treatment at this point of $P(z)=p$
■ LIV is the changes of outcome at this marginal point $P(Z)=p$ driven by an exogenous variation on instrument $Z$
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- Then the question becomes how to estimate LIV?
- First, assume a treatment choice function (Probit or logit), find propensity score function $p(z)$
- Second, estimate outcome $Y$ given control $X$ and propensity score function $p(z)$ Using non/semi-parametric methods such as local linear regression or partial linear regression
- Then estimate derivatives by small perturbation

Or it would be just the regression coefficient if you assume a linear model for $Y$

- Or we can estimate the whole model in a fully parametric way (Kline and Walters, 2016)
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## MTE: Estimate MTE Using LIV

| ```Parametric normal MTE model Observations : 10000 Treatment model: Probit Estimation method: Local IV``` |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| lwage | Coef. | Std. Err. | t | $P>\|t\|$ | [95\% Conf. | Interval] |
| beta0 |  |  |  |  |  |  |
|  | . 0358398 | . 0064408 | 5.56 | 0.000 | . 0232145 | . 0484651 |
| exp2 | -. 0008453 | . 0002019 | -4.19 | 0.000 | -. 0012411 | -. 0004496 |
| district |  |  |  |  |  |  |
| 2 | . 2352456 | . 0680412 | 3.46 | 0.001 | . 1018712 | . 36862 |
| 3 | . 6294914 | . 0701091 | 8.98 | 0.000 | . 4920634 | . 7669194 |
| 4 | . 0131179 | . 0597721 | 0.22 | 0.826 | -. 1040474 | . 1302832 |
| 5 | . 0338606 | . 0705835 | 0.48 | 0.631 | -. 1044974 | . 1722186 |
| 6 | . 1699366 | . 0605086 | 2.81 | 0.005 | . 0513275 | . 2885458 |
| 7 | -. 1899241 | . 060115 | -3.16 | 0.002 | -. 3077617 | -. 0720865 |
| 8 | -. 1842254 | . 0676843 | -2.72 | 0.007 | -. 3169003 | -. 0515504 |
| 9 | -. 7908301 | . 0578436 | -13.67 | 0.000 | -. 9042153 | -. 677445 |
| 10 | -. 4432749 | . 0597237 | -7.42 | 0.000 | -. 5603455 | -. 3262044 |
| _cons | 3.164706 | . 0650331 | 48.66 | 0.000 | 3.037228 | 3.292184 |
| beta1-beta 0 |  |  |  |  |  |  |

## MTE: Estimate MTE Using LIV

| $\begin{array}{r} \exp \\ \exp 2 \end{array}$ | $\begin{array}{r} -.0386384 \\ .0012967 \end{array}$ | $\begin{array}{r} .010241 \\ .0003288 \end{array}$ | $\begin{array}{r} -3.77 \\ 3.94 \end{array}$ | $\begin{aligned} & 0.000 \\ & 0.000 \end{aligned}$ | $\begin{array}{r} -.0587128 \\ .0006523 \end{array}$ | $\begin{aligned} & -.018564 \\ & .0019412 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| district |  |  |  |  |  |  |
| (output omitted) |  |  |  |  |  |  |
| _cons | . 4255863 | . 0983572 | 4.33 | 0.000 | .2327863 | . 6183863 |
| k mills | -. 4790282 | . 0611081 | -7.84 | 0.000 | -. 5988124 | -. 359244 |
| effects |  |  |  |  |  |  |
| ate | . 3283373 | . 0242932 | 13.52 | 0.000 | . 2807177 | . 3759568 |
| att | . 5369432 | . 0388809 | 13.81 | 0.000 | . 4607287 | . 6131576 |
| atut | . 1195067 | . 0384691 | 3.11 | 0.002 | . 0440995 | . 194914 |
| late | . 3279726 | . 0245142 | 13.38 | 0.000 | . 2799198 | . 3760254 |
| mprte1 | . 3463148 | . 0256971 | 13.48 | 0.000 | . 2959433 | . 3966862 |
| mprte2 | . 3309428 | . 024298 | 13.62 | 0.000 | .2833137 | . 3785719 |
| mprte3 | -. 016257 | . 0498984 | -0.33 | 0.745 | -. 1140679 | . 0815538 |
| Test of observable heterogeneity, p-value |  |  |  |  |  | 0.0000 |
| Test of essential heterogeneity, p-value |  |  |  |  |  | 0.0000 |
| Note: Analytic (output omitt | al standard ed) | rors igno | the f | s tha | propensi | score, |
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- We can combine choice model with IV to have a new framework: MTE
- MTE measures the treatment effect for people with specific characteristics $X$ and some unobserved treatment taste $V$ (or treatment threshold $p$ )
- It is externally valid and not IV-specific
- Various causal parameters are special cases of weighted MTEs
- W/e can estimate it using IIV/ with non/semi/parametric methods
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