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Potential Outcome Framework/Rubin Causal Model

- Binary treatment $D_{i}$ for individual $i$, some outcome $Y_{i}$
- $Y_{0 i}$ : The "potential outcome" of $i$ if he/she is not treated, regardless of the treatment status in reality
= $Y_{1 i}$ : The "potential outcome" of $i$ if he/she is treated, regardless of the treatment status in reality
- Thus, we have:
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Y_{i} & =\left\{\begin{array}{lll}
Y_{1 i} & \text { if } & D_{i}=1 \\
Y_{0 i} & \text { if } & D_{i}=0
\end{array}\right.  \tag{8}\\
& =Y_{0 i}+\left(Y_{1 i}-Y_{0 i}\right) D_{i}
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- Individual treatment effect: $Y_{1 i}-Y_{0 i}$
n Not available: There is only one world! Given $i$, you see either $Y_{0 ;}$ or $Y_{1}$,
■ But we can consider averages: By differencing mean outcomes from the two groups
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Randomization can solve the selection problem.
■ Assume that we randomly assign the treatment to the population:

$$
\begin{equation*}
D_{i} \Perp Y_{0 i}, Y_{1 i} \tag{10}
\end{equation*}
$$

- Then we have selection bias to be zero:

$$
E\left[Y_{0 i} \mid D_{i}=1\right]-E\left[Y_{0 i} \mid D_{i}=0\right]=0
$$

- Thus, simple difference between the mean of treated and untreated group is ATT (and overall ATE)
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E\left[Y_{i} \mid D_{i}=1\right]-E\left[Y_{i} \mid D_{i}=0\right]=E\left[Y_{1 i} \mid D_{i}=1\right]-E\left[Y_{0 i} \mid D_{i}=1\right]=A T T=A T E
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Conditional Expectation Function (CEF)

- CEF is the conditional expectation of an outcome $Y_{i}$, given some predictor vector $X_{i}$

$$
\begin{equation*}
E\left[Y_{i} \mid X_{i}=x\right]=\int t f_{y}\left(t \mid X_{i}=x\right) d t \tag{11}
\end{equation*}
$$

where $f_{y}$ is pdf

- This is a population concept $(n \rightarrow \infty)$
- It describes a prediction of $X$ on $Y$, but NOT necessarily causal
- We can always decompose $Y_{i}$ as predicted part (CEF) + error part

$$
Y_{i}=E\left[Y_{i} \mid X_{i}\right]+\epsilon_{i}
$$
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Let $m\left(X_{i}\right)$ be any function of $X_{i}$. The CEF solves
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E\left[Y_{i} \mid X_{i}\right]=\operatorname{argmin}_{m\left(X_{i}\right)} E\left[\left(Y_{i}-m\left(X_{i}\right)\right)^{2}\right]
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so it is the MMSE predictor of $Y_{i}$ given $X_{i}$
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## Linear Regression

■ Regression is a linear prediction that minimizes the mean squared error

$$
\begin{aligned}
Y_{i} & =X_{i}^{\prime} \beta+\epsilon_{i} \\
\beta & =\operatorname{argmin}_{b} E\left[\left(Y_{i}-X_{i}^{\prime} b\right)^{2}\right]
\end{aligned}
$$

- We have the first order condition (moment condition) as

$$
E\left[X_{i}\left(Y_{i}-X_{i}^{\prime} \beta\right)\right]=0
$$

- The solution can be written as:
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- Definition

$$
\begin{aligned}
\beta & =E\left[X_{i} X_{i}^{\prime}\right]^{-1} E\left[X_{i} Y_{i}\right] \\
\hat{\beta}_{O L S} & =\left(X^{\prime} X\right)^{-1} X^{\prime} Y
\end{aligned}
$$

- $\hat{\beta}_{\text {OLS }}$ is an estimator of $\beta$ (there can be alternative estimators, e.g. MLE)
- Population vs Sample, Identification vs Estimation
- $X_{i}$ is an $1 \times k$ vector, $Y_{i}$ is a scalar. They are random variables
- $X$ is an $n \times k$ matrix, $Y$ is an $n \times 1$ vector. They are realizations of random variables (real data)
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CEF and linear regression

- $E\left[\epsilon_{i} \mid X_{i}\right]=0$ vs $E\left[X_{i} \epsilon_{i}\right]=0$
- Minimizing MMSE: Best predictor (CEF) vs Best linear predictor (linear regression)
■ CEF is stronger than linear regression
- If CEF is linear, then linear regression is identical to CEF
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- It is simple and non-parametric
- Basic idea
- (1) Compare treated and control units with same covariates;
- (2) Put together to produce a single overall weighted average treatment effect

■ Regression is a particular sort of weighted matching estimator
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- Assume that for treatment $D_{i}$, we have CIA: $Y_{0 i}, Y_{1 i} \Perp D_{i} \mid X_{i}$
- We can express treatment on the treated (TOT) as:

$$
\begin{aligned}
\delta_{T O T} & =E\left[Y_{1 i}-Y_{0 i} \mid D_{i}=1\right]=E\left[E\left[Y_{1 i}-Y_{0 i} \mid X_{i}, D_{i}=1\right] \mid D_{i}=1\right] \\
& =E\left[E\left[Y_{1 i} \mid X_{i}, D_{i}=1\right]-E\left[Y_{0 i} \mid X_{i}, D_{i}=1\right] \mid D_{i}=1\right] \\
& =E\left[E\left[Y_{i} \mid X_{i}, D_{i}=1\right]-E\left[Y_{i} \mid X_{i}, D_{i}=0\right] \mid D_{i}=1\right] \\
& =E\left[\delta_{x} \mid D_{i}=1\right]
\end{aligned}
$$

- The corresponding matching estimator (sample analog) is:

$$
\hat{\delta}_{\text {TOT }}=\sum \hat{\delta}_{x} \hat{P}\left(Y_{i}=x \mid D_{i}=1\right)
$$

- Similarly, we can derive a matching estimator for ATE:
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## Matching vs Regression

Regression is one of the matching estimators!

- Matching estimator of TOT: $\hat{\delta}_{\text {TOT }}=\sum_{x} \hat{\delta}_{x} P\left(X_{i}=x \mid D_{i}=1\right)$ Weighted by probability mass for treated group
- Matching estimator of ATE: $\hat{\delta}_{A T E}=\sum_{x} \hat{\delta}_{x} P\left(X_{i}=x\right)$ Weighted by probability mass for all units
- Regression estimator: $\frac{\sum_{x} \hat{\sigma}_{D}^{2}\left(X_{i}\right) \hat{\delta}_{x}}{\sum_{x} \hat{\sigma}_{D}^{2}\left(X_{i}\right)}$

Weighted by treatment variances

## Matching vs Regression

## Matching vs Regression

- Homework: Explain the meaning of the weights in these three estimators. To which observation/cell are they going to give the largest weights?
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■ Assume that we want to estimate college premium on wages

- To have CIA, we need a lot of controls: Gender, race, nationality, birth weight, IQ, parents' education, parents' income
- Curse of dimensionality: There are too many dimensions in $X_{i}$
- We will not have enough observations for each value of $X_{i}$ to estimate $\hat{\delta}_{\lambda}$
- Maybe you have 10,000 observations
- But only 2 of them are Han boys with IQ 150, family income 100,000 RMB/year parents are high-school educated
- Very hard to implement the matching estimator (but regression is still feasible)
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■ Propensity Score Matching (PSM) is a simple method to reduce the dimensionality

- Assumption 1 (CIA): $Y_{1 i}, Y_{0 i} \Perp D_{i} \mid X_{i}$

■ Assumption 2 (Overlap): $0<P\left(D_{i}=1 \mid X_{i}\right)<1$

- PSM Theorem: If Assumptions 1 and 2 hold, we have $Y_{1 i}, Y_{0 i} \Perp D_{i} \mid P\left(X_{i}\right)$, where $P\left(X_{i}\right)=P\left(D_{i}=1 \mid X_{i}\right)$
- We are fine, as long as we control for the propensity score $P(X)$
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- We just replace all $X_{i}$ with $P\left(X_{i}\right)$ in the matching estimator, and get the PSM estimator
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