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## DAG Approach: Graph

- Graph is a collection of nodes and edges that connect the nodes.

■ Two nodes are called adjacent if they are connected by an edge.

- A directed graph's edges go out of a parent into a child.

■ A path is any sequence of adjacent nodes, regardless of the direction of the edges. A directed path is a path that consists of directed edges that are all directed in the same direction.

(a) Undirected Graph

(b) Directed Graph

## DAG Approach: Graph

- If there is a directed path that starts at node $X$ and ends at node $Y$, then $X$ is an ancestor of $Y$, and $Y$ is a descendant of $X$.
■ If there is no cycle in a directed graph, the graph is called a directed acyclic graph (DAG)

(c) Directed Graph

(d) Directed Graph with

Cycle
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- The first step is to connect graphs to statistical relations: Bayesian Networks

■ For any PDF, a Bayesian factorization can be expressed as:
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\begin{equation*}
P^{\prime}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=P^{\prime}\left(x_{1}\right) \prod_{i \neq 1} P^{\prime}\left(x_{i} \mid x_{i-1}, \ldots, x_{1}\right) \tag{1}
\end{equation*}
$$

- Example: $P\left(x_{1}, x_{2}, x_{3}\right)=P\left(x_{1}\right) P\left(x_{2} \mid x_{1}\right) P\left(x_{3} \mid x_{2}, x_{1}\right)$
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- We can use a graph to represent this assumed dependency structure, system of probabilistic relations!
- A one-to-one mapping between graph $G$ and probabilistic relations $P$
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■ Let's see a simple example

- Assume that we have four variables $x_{1}, x_{2}, x_{3}, x_{4}$
- A full decomposition is:

$$
\begin{equation*}
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\end{equation*}
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- What if we have the following DAG showing the relation among $x_{1}, x_{2}, x_{3}, x_{4}$ ?
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A path between $X$ and $Y$ is blocked by a conditioning set $Z$ if either of the following is true:

1. Along the path, there is a chain $\rightarrow W \rightarrow$ or a fork $\leftarrow W \rightarrow$ where $W \in Z$;
2. There is a collider $W$ that both itself and its descendants are not conditioned on in $Z$;

- Association flows along unblocked paths, does NOT flow along blocked paths!
- d-separation means conditional independence!!
- All association flows between $X$ and $Y$ are blocked by $Z$
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- This theorem is a bridge, telling you how to express statistical independence in a graph!!
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## Definition (Frontdoor Criterion)

A set of variables $M$ satisfies the frontdoor criterion relative to $T$ and $Y$ if:

1. $M$ completely mediates the causal effect of $T$ on $Y$;
2. There is no unblocked backdoor path from $T$ to $M$;
3. All backdoor paths from $M$ to $Y$ are blocked by $T$.

Theorem (Frontdoor Adjustment)
If $T, M, Y$ satisfy the frontdoor criterion, then we have
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any causal system
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Theorem (Rules of do-calculus)
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## Theorem (Identification of Causal Effect)

A causal effect $Q$ is identifiable in a model characterized by a graph $G$ if there exists a finite sequence of transformations, each conforming to one of the inference rules 1,2 , or 3, that reduce $Q$ into a standard ("do"-free) probability expression involving observed quantities.

- do-calculus is complete. You can use these three rules to identify all identifiable causal estimands
- Caution: we consider only non-parametric identification here!
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## DAG in Economics: Clarity
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## DAG in Economics: Complicated Model

■ Structural Equation Modeling


$$
\begin{aligned}
& x=\varepsilon_{1} \\
& z=\alpha^{\prime} x+\varepsilon_{2}
\end{aligned}
$$

$$
y=\beta^{\prime} z+\delta x+\varepsilon_{3} .
$$
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| Attitudes toward |
| :--- |
| safety and health |
| related measures |

Lung cancer
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